MAKING SENSE OF STATISTICS

What statistics tell you and how to ask the right questions.

Published in 2010
Publications

Other publications by Sense About Science
All are available as free downloads from www.senseaboutscience.org

Making Sense of Testing: why scans and health tests for well people aren’t always a good idea

Making Sense of Screening: a guide to weighing up the benefits and harms of health screening programmes

Making Sense of Radiation: a guide to radiation and its health effects

Making Sense of Chemical Stories: a briefing document for the lifestyle sector on misconceptions about chemicals

Making Sense of GM: what is the genetic modification of plants and why are scientists doing it?

Making Sense of Weather & Climate: an introduction to forecasts and predictions of weather events and climate change

“I’ve got nothing to lose by trying it”: a guide to weighing up claims about cures and treatments


Standing up for Science: a guide to the media for early career scientists

Standing up for Science II: the nuts and bolts

There Goes the Science Bit... a hunt for the evidence

“I don’t know what to believe”: a short guide to peer review

Peer Review and the Acceptance of New Scientific Ideas
Statistics are used to measure and make sense of the world. They are produced by the Government, political parties, the civil service, the Bank of England, opinion polls, campaign groups, social research, scientific papers, newspapers and more. But when confronted with stories such as “Crime rate rising again”, “Polls put Tories up to 7% ahead”, “Child heart surgery halted at hospital after four deaths” or “Swine flu ‘could kill up to 120m’”, how can we work out whether to believe them and what they really mean?

Statistics can be hyped and sensationalised by the use of an extreme value to make a story more dramatic or by reporting a relative increase in risk without including the absolute change. Data may be analysed and presented in different ways to support contradictory arguments or to reach different conclusions, whether deliberately or by mistake.

But while statistics can be misrepresented, they can also unpick arguments. By knowing the right questions to ask we can discriminate between the proper use of statistics and their misuse. We asked statisticians, journalists and scientists to tell us how they make sense of statistics and what pitfalls to look out for. They gave us the following insights:

- Statistics borrow from mathematics an air of precision and certainty but also call on human judgment and so are subject to bias and imprecision
- Knowing what has been counted, and how, tells us whether a study can really answer the question it addresses
- Like words, numbers and statistics mean different things in different contexts
- Just because something is statistically significant it doesn’t mean it is practically significant or of importance to society

This guide is not meant to be a lesson in statistics but a source of questions you can ask and pitfalls to avoid. Knowing something about statistics can help you test and debunk arguments and get closer to working out what the figures might be telling us.
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Section 1: If a statistic is the answer, what was the question?
Statistics are the product of conscious choices: what to count, how to count it and how to express the results. To understand them we need to consider what choices were made when the study was designed, ask how big the sample was, how it was chosen and, in making projections or forecasts, what assumptions were used.

Section 2: Common pitfalls
There is more than one type of average; each one can give a different answer and we need to find out why a particular one was used. To make a story more dramatic, people regularly use the most extreme number from a range of possible values, that is, an outlier – a possible but not very likely value.

Section 3: How sure are we?
Statisticians check if a result is consistent with chance or if it is ‘statistically significant’. Even if a result is statistically significant it doesn’t mean it is practically significant or of importance to society. Confidence intervals give the scale of potential uncertainties in counting, measuring or observing data. Just because there has been a run of events – deaths at a hospital, accidents on a road, draws in football matches – it doesn’t necessarily mean that something beyond chance has caused it.

Section 4: Percentages and risk; knowing the absolute and relative changes
To understand the importance of any increase or decrease we need to know both the absolute and relative change. To know if a change in risk matters to an individual we need to know what the risk was to begin with.
1. If a statistic is the answer, what was the question?

Statistics is the science of collecting and analysing numerical data. Statistics are used to forecast (the weather, the economy), to analyse past events (has the crime rate gone up or down?) and to make decisions (should a new drug be available on the NHS?).

Statistics are the product of conscious choices: what to count and how to count it. The results borrow from mathematics an air of precision and certainty. But choosing what to count, and how, comes down to human judgement about the best way to get the answer to the question, whether it is by designing and carrying out an experiment, a survey, a poll, a clinical trial, an observational study or a census.

“How big is the gap between the earnings of men and women? According to the Office for National Statistics (ONS), it is 12.8%. But the Government Equalities Office (GEO) says it is 23%. And the Equality and Human Rights Commission (EHRC) says it’s 17.1%.”

The differences in these figures arise from the different methods used to produce them: the ONS includes only full-time employees, excluding overtime and part-time workers. The GEO includes part-time workers because it says more women than men work part-time and it is wrong to exclude them. The EHRC figure uses the ONS data but compares the mean salaries not the median. It justifies this by saying that men are over-represented at one extreme of the earnings range, and women at the other.

Three figures – all of them right – but asking what is being compared and how it was calculated tells us why there is a difference.” Nigel Hawkes

It can be too difficult or not practical to make a complete count – it is impossible to know the exact number of illegal immigrants, for example, and we can only estimate the number. The only time when the whole population is asked for information is during the national census, which takes place every ten years and provides figures from a national to neighbourhood level. And even during the census not everyone will be counted.

1 Figures come from the UK Statistics Authority publication Gender Pay Gap (11 June 2009)
If a statistic is the answer, what was the question?

There will always be uncertainty in projections. For example, the projections for the number of deaths from swine flu depended on both the mortality rate and the number of people infected. It turned out that both were over-estimated and the number of deaths was much lower than projected.

Once a projection or forecast is produced it may lead to an intervention, which can change the course of events. Reality can therefore turn out differently from the forecast. In this case, it does not mean that the forecast was ‘wrong’.

Figures aren’t always generated from models or surveys; administrative data can also be used. We might use the number of people that claim benefits for unemployment, for example, to calculate how many people are unemployed. In this case the figure would not be accurate, not because of flaws in designing and conducting a study, but because we counted how many people claimed benefits not how many were unemployed.

Whatever the statistic we must also consider whether it is realistic given what else we know. When it was claimed that in the ten most deprived areas in the UK 54% of teenage girls were likely to fall pregnant before the age of 18, it didn’t take long for people to realise this could not be true – it would mean over half of teenage girls from these areas being pregnant. The real figure was 5.4%.

The decisions that go into collecting data (how big was the sample, how it was chosen, how the questions in a survey are phrased, how the experiment was designed, was there a control group and the assumptions that form the basis of a model) affect the results. This information can help us see when a study may have been designed spuriously to achieve a particular answer, can’t tell us the definitive result, or it is technically flawed.

We need to remember that when a statistic is quoted it is the answer to a very specific question. The first step to understanding the statistic is knowing what this question was and how it was asked.
2. Common pitfalls

The way statistical data is summarised or presented can lead to wrong conclusions being drawn even if the statistics are correct. The results of studies are commonly captured by a single figure, but this figure might not represent everything that the study has found. Common pitfalls to be aware of are: there is more than one type of average, extreme values might not be very likely, and big (and small) numbers are difficult to comprehend without the context.

‘Average’ in news reports is often used to refer to the mean (that is, the sum of the listed values divided by the number of values in the list). But the mean doesn’t always give us the most useful information: we might need the median (the middle point) or the mode (the most common value). If we wanted to know the typical salary earned in the UK the most representative value would be the median salary. This is because a few thousand people earning millions of pounds a year will affect the mean more than the multitudes of people earning tens of thousands of pounds a year.

For example, if you had a room with ten teachers all earning between £20,000 - £30,000, with a mean salary of £24,900 and a median salary of £25,000 and then someone who earns a million pounds walked into the room, the mean would increase to £114,000 but the median would hardly change. By using the median this distortion is reduced, providing a more representative average salary.

“You might want to know the average number of children in each household in a particular place. You work out that the mean is 2.3 by adding up all the children in the area and dividing by the number of households. But this number wouldn’t tell you that the most common household setup has no children (that is, the mode is 0). If you ordered the households according to how many children they had and the household in the middle had just one child, the median would be 1.” Harriet Ball

Averages are useful ways of encapsulating data, but when averages are used consider what sort of average it is and whether it is representative of what we are trying to find out.
Most projections are given as a range, because we can’t know precisely what is going to happen in the future. When the emphasis is on the most extreme value – “as many as 5 million Americans infected with H1N1”, “Council job cuts ‘could be as high as 100,000’” – it sounds alarming until you consider the likelihood (the probability) of what’s being reported actually happening.

“‘Could be as high as’, ‘may reach’ ... phrases such as these hint at mischief at work, depending as they do on the most extreme possibilities rather than the most likely. Headlines like these might more accurately read: ‘could be, but most likely won’t’.

‘Temperature could rise by 11 degrees C’. This was one result from a model of climate sensitivity to rising CO₂ levels. But the model was run 2,000 times and this outcome was generated only once. The most common result was that temperature would rise by 3°C. Whilst 11°C is possible it’s not the most likely result, but it was still widely reported. When reading such stories it is important to consider is it likely, given what else we know?” Michael Blastland

Big numbers can be difficult to get to grips with because the majority of us do not use millions and billions in our daily lives. To make them meaningful we need to divide them by the number of items they relate to.
“A million pounds is a fortune to you and me, but peanuts in the national accounts. The British Government recently announced £250 million over five years to ‘kick start a green revolution in transport’ in the UK. That works out at less than £1 per person per year.

If a new figure is announced for public spending divide it by the population, and then divide by the number of weeks in the year. The result tells you how much the figures represents, per week, for every individual.” Michael Blastland

The Taxpayers’ Alliance hit the headlines in June 2009 with its claim that civil servants’ taxi bills amounted to £8 million a year, a seemingly over the top amount. But there are hundreds of thousands of civil servants. If we take just the top civil servants, roughly 20,000 people, and share between them the £8 million spent, their annual bill would be £400 each, or £8 a week. That’s one short taxi ride a week at London prices.

The cost of the NHS is £110 billion a year but divide that by the population of the UK – approximately 60 million – and it works out at just under £2,000 a head – men, women and children. This is a more manageable number to consider.

“All numbers, big and small, need to be put in context to be meaningful: a day that is 1°C warmer than the previous one is hardly different but a 1°C rise in the average temperature of the Earth would distort the whole ecosystem. A disease with a 0.1% mortality rate doesn’t sound too worrying until you consider that it could still cause the deaths of thousands of people every year if it is a common disease.” Oliver Ratmann
When evaluating data statisticians have to decide whether the results they are seeing are ‘statistically significant’. Even if a result is statistically significant it doesn’t mean it is practically significant or of importance to society. Confidence intervals give the scale of potential uncertainties in counting, measuring or observing data.

What does ‘statistically significant’ mean?

“To be honest, it’s a tricky idea. It can tell us if the difference between a drug and a placebo or between the life expectancies of two groups of people, for example, could be just down to chance.

If a result is statistically significant we can be fairly confident that something real is going on. It means that a difference as large as the one observed is unlikely to have occurred by chance alone.

Statisticians use standard levels of ‘unlikely’. Commonly they use significant at the 5% level (sometimes written as p=0.05). In this case a difference is said to be ‘significant’ because it has a less than 1 in 20 probability of occurring if all that is going on is chance.” David Spiegelhalter

Knowing whether something passes this test does not conclusively tell us whether or not it’s important or practically significant, that the study is a good study, or that one thing causes another – it’s simply a yardstick used by statisticians to evaluate possible conclusions.

Another way statisticians express how sure they are about an inference from data is to include ‘confidence intervals’, which give the range within which they are 90 or 95 or 99% confident the true answer lies. They give a scale of potential uncertainties in counting, measuring or observing data, with a lower and an upper limit.

Confidence intervals are used in opinion polls. A sample of 1,000 representative voters will give a result for each party with confidence intervals stretching from three percentage points below the survey result to three percentage points above it. If a poll says Party X has the support of 32% of the voters, this could be as low as 29% or as high as 35%. In this case the range of six percentage points from 29 to 35 is the confidence interval.
Difficulties arise when one poll is compared with another and the confidence intervals are ignored. A two percentage point ‘fall’ in a political party’s popularity may be headlined, but this change lies within the confidence interval and so we can’t be sure that there has been any real change at all.

All other things being equal the larger the sample, the smaller the margins of error (or confidence interval). But we cannot always have large samples, there might be only a few people with the disease being studied. It is also costly and time consuming to run large trials. Statistics allows us to use a sample to draw wider conclusions, but we need to be aware of any limitations and check that any interpretation of the results has acknowledged these.

“In 2007 an article reported that the risk of heart attack or stroke was nine times higher for some individuals being treated for osteoarthritis when taking ibuprofen rather than the drug Lumiracoxib.

What wasn’t mentioned was the confidence interval, which ranged from 1.13 to 72 times greater risk of stroke or heart attack. This is a very large range because it is based on a small number of individuals who had an adverse reaction. A result on its own is half the picture; for the full picture you need to know about the level of uncertainty.”

Shaun Treweek

Statisticians also look out for ‘regression to the mean’ – that is the tendency following an extreme measurement for further measurements to be closer to the average. A footballer scoring hat-tricks in a couple of matches is likely to return to scoring his usual number of goals over time.

Regression to the mean

Regression to the mean can lead to false conclusions: speed cameras are often located in places where there have been traffic accidents and so a run of accidents makes it more likely that a camera will be placed there. Any subsequent reduction in the accident rate is credited to the effect of the camera.

But part of the improvement could actually be regression to the mean. A short run of accidents on any stretch of road may simply be the result of chance. Over time, accidents along this stretch will tend to become closer to the average. And since the trigger for placing the camera will have been a high level of accidents, the most likely course of events is for these to decline – whether the camera is there or not.
4. Percentages and risk; knowing the absolute and relative changes

“Bacon butties give you colon cancer”, “passive smoking causes dementia”, “knife killings at new high” – how should we react to such stories? We need to work out how many people are really affected and what our individual risks are. To understand the importance of any increase or decrease we need to know both the absolute and relative change.

Take the story about bacon sandwiches giving you colon cancer. It reported a 20% rise in the risk of colon cancer from eating red or processed meat. This may sound alarming, but what does it mean? It depends on how large your risk of getting colon cancer is to start with.

A person has around a 5% chance of getting colon cancer during their lifetime – the ‘absolute’ risk. If you eat a bacon sandwich every day you increase your risk of getting colon cancer by 20% – the ‘relative’ risk increase. So what it means is that your lifetime risk of getting colon cancer is now 6%, an increase of 1% (that is, 20% of 5% = 1%).

“Why do reports prefer to talk about relative percentage risks without mentioning the absolute risk? The suspicion must be that this allows the use of ‘bigger numbers’: 20% is big enough to be a scare, the absolute change 1% or even 1 person in every 100, is less disturbing.” Michael Blastland

Changing the ‘framing’ of the risk gives us a different perspective on that risk. Knowing the relative and absolute changes tells us how big the risk is and how it might affect us.
“Recent newspaper articles reported that ‘9 in 10 people carry a gene that increases chance of high blood pressure’. The actual study had found a genetic variant in 1 in 10 people that **reduced** the risk of high blood pressure – this would not have received much press coverage, but by shifting the attention to the group who did not have this reduced risk the story became ‘news’.” **David Spiegelhalter**

Representing something as a proportion does not tell us what the absolute numbers are. A Whiskas advert told us that “8 out of 10 cats prefer Whiskas”, but not how many cats had been asked... This was then changed to “8 out of 10 owners that expressed a preference said their cats preferred Whiskas”. A more likely situation but we’re still not told how many owners were asked and how many of these expressed an opinion.

Or, for example, the actual number of violent crimes might not have changed in a few years, but if the number of other types of crime has gone down then violent crimes as a proportion of the total numbers of crimes will increase.

“Before reacting to a percentage you have to think what it is really telling you and to do that you need to put it in context. Take, for example, the statistic that 99% of deaths in the first four weeks of life occur in developing countries. Although that sounds horrifying, around 90 per cent of all births take place in developing countries. And so the chances of a baby dying in its first four weeks are ‘only’ 11 times greater there – bad enough, in all conscience.” **Christina Pagel**
Further information and useful reading

Organisations involved in the scrutiny of statistics:

**The Royal Statistical Society (www.rss.org.uk)** is a learned and professional society, founded in 1834, devoted to promoting the public understanding of statistics and providing support to those who use statistics in their professional lives. It publishes an internationally renowned peer-reviewed journal and a magazine (*Significance*) aimed at a popular audience.

**Straight Statistics (www.straightstatistics.org)** is a campaign established by journalists and statisticians to improve the understanding and use of statistics by government, politicians, companies, advertisers and the mass media. It aims to restore public confidence in statistics by exposing bad practice and rewarding good.

**The UK Statistics Authority (www.statisticsauthority.gov.uk)** is an independent body operating at arm’s length from the Government, to promote and safeguard the production and publication of official statistics that serve the public good. Its two main functions are the oversight of the Office for National Statistics (ONS) – responsible for the production of a wide range of economic and social statistics – and the independent scrutiny (monitoring and assessment) of all official statistics produced in the UK.

Books, websites and programmes about understanding statistics:

**NHS Choices: Behind the Headlines www.nhs.uk/news/Pages/NewsIndex.aspx**
This site is intended for the public and health professionals provides an evidence-based analysis of health stories that make the news.

**Stats: take a quantitative leap. George Mason University http://stats.org/**
This site provides resources for journalists and policy makers on the use and abuse of science and statistics in the media.

**Understanding Uncertainty http://understandinguncertainty.org/**
This site looks at how uncertainty plays out in the real world, and how a bit of understanding about probability allows us to look critically at stories in the news.


**Statistics: A very short introduction. Hand, D. Oxford: Oxford University Press, 2008.** This Very Short Introduction sets the study of statistics in context, describing its history and impact, and how the field of statistics has become centrally important to how we understand our world.


**More or Less (http://news.bbc.co.uk/1/hi/programmes/more_or_less/default.stm)** is a BBC Radio 4 series devoted to the ‘world of numbers.’
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